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Abstract:  

This paper will find the approximate solution to the linear and 

nonlinear fuzzy boundary value problems using the variational iteration 

method. The numerical scheme is based on analyzing the fuzzy problem into 

two crisp sub-problems. The first is for the upper solution and the second is 

for the lower solution of the fuzzy solution. Also, the convergence of the 

obtained variational iteration formula has been proved to converge to the 

exact solution of the problem under consideration in each illustrative 

example, since there is no general formula that may be obtained for the 

correction functional related to the problem under consideration which is due 

to the variation of the general Lagrange multiplier from one problem to 

another. 

Keywords:Fuzzy boundary value problems, variational iteration method, 

solution of fuzzy differential equations using variational iteration method. 

1. Introduction: 

In the basic sciences, such as engineering, chemistry, or physics, we 

construct exact mathematical models of empirical phenomena, and then these 

models are used to make predictions. While some aspects of real-world 

problems always escape from such precise mathematical models and usually 

there is an elusive inexactness as a part of the original model. Also, the 

elements of real-world problems are perturbed by imperfection and thus, for 

example, there exist no elements that are perfectly round. Perfect notations or 

exact concepts correspond to the sort of things envisaged in pure 

mathematics, while inexact structures encounter us in real-life problems 

[Kandel A., 1986]. 

The fuzzy set had been introduced by Zadeh in 1965, in which, 

Zadeh’s original definition of a fuzzy set is as follows “a fuzzy set is a class 
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of objects with a continuum of grades of membership. Such a set is 

characterized by a membership (characteristic) function which assigns to 

each object a grade of membership ranging between zero and one” [Pal S. K., 

1986]. 

Pearson in 1997, introduced the analytical method for solving a linear 

system of fuzzy differential equations with the cooperation of complex 

numbers, while there is no such study for evaluating the analytical solution of 

fuzzy boundary value problems explicitly, except for the work for Al-Saedy 

A. J. in 2006 [Al-Saedy A. J., 2006] and Al-Adhami R. H. in 2007 [Al-

Adhami R. H., 2007] therefore numerical and approximate methods seem to 

be necessary for solving such type of problems. 

In this paper, we will use the variational iteration method for solving 

fuzzy boundary value problems. This method was proposed by Ji-Huan He in 

1998 [He J-H., 1999] and has been recently and intensively studied by 

several scientists and engineers and favorably applied to various kinds of 

linear and nonlinear problems.  

The variational iteration method has successfully been applied to 

many situations, for example, Ji-Huan proposed the variational iteration 

method to solve linear and nonlinear differential and integral equations. In 

1998, He solved the classical Blasiu's equation using VIM. In 1999, He used 

the variational iteration method to give approximate solutions for some well-

known non-linear problems. In 2000, He used the variational iteration 

method to solve autonomous ordinary differential systems. In 2006, Soliman 

applied the variational iteration method to solve the kdv-Burger's and Lax's 

seventh-order kdv equations. In 2006 the variational iteration method was 

applied to solving nonlinear coagulation problems with mass loss by 

Abulwafa and Momani. In 2006, the variational iteration method was applied 

to solving nonlinear differential equations of fractional order by Odibat et al. 

Also in 2006, the variational iteration method has been used to solve several 

types of problems, such as solving nonlinear PDEs by Bildiki et al., solving 

the Fokker-Plank equation by Dehghan and Tateri, solving quadratic Riccati 

differential equation with constant coefficients by Abbasbandy. In 2007 

Wang and He, applied the variational iteration method to solve integro 

differential equations and also Sweilam used the variational iteration method 

to solve both linear and nonlinear boundary value problems for fourth-order 

integro differential equations. In 2009 Wen- Hua Wang used the variational 
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iteration method to solve fractional integro differential equations [Batiha B., 

2008]. 

2. The Variational Iteration Method for Solving Second Order Fuzzy 

Boundary Value Problems: 

Consider the following fuzzy boundary value problem in operator 

form:A ( y(x) )  g(x), x  [0, a] 

Where A is a second order differential operator and g is any given function 

called the inhomogeneous term. Suppose that the problem under 

consideration may be rewritten and decomposed as: 

L ( y(x) ) + N ( y(x) )  g(x), x  [0, b]                                                     

… (1) 

Where L is a second order linear differential operator, N is a nonlinear 

operator and y  is a fuzzy function that refers to the solution of eq (1). 

Now, to use the variational iteration method, rewrite eq (1) in the form: 

L ( y(x) ) + N ( y(x) )  g(x)  0                                                                 

… (2) 

 and let ny  be the approximate fuzzy solution of eq (2) which follows that: 

L ( ny (x) ) + N ( ny (x) )  g(x)  0                                                             

… (3) 

and according to the theory of the variational iteration method, the following 

correction functional for eq (1) may be constructed: 

n 1y (x)   ny (x)  +  
x

n n
0

L(y (s)) N(y (s)) g(s) ds   , n  0, 1,                

… (4) 

where  is the general Lagrange multiplier that can be identified optimally 

via the variational iteration method and 0y  is given initially. The subscript n 

denotes the n-th approximation and ny  is considered as a restricted variation, 

i.e., it must satisfy the first variation  ny   0. 

To find the approximate solution of eq (1) using the correction 

functional (4), we must first determine the value of the general Lagrange 

multiplier  that will be identified optimally via the integration by parts and 

considering the first variation of (4) with respect to ny , as follows: 
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Suppose first that the fuzzy function ny  is a convex normalized fuzzy 

function which may be written in terms of its -level sets as: 

ny (x)  [ ny , ny ],   (0, 1]. 

Where ny  is the lower solution and ny  is the upper solution. Therefore, to 

find the fuzzy ny , one must find separated the lower and upper nonfuzzy 

solutions, ny  and ny , respectively.  

Therefore, for the lower solution ny  and since eq (2), represent an 

equation in operator form in terms of the fuzzy function ny . Hence, to find 

the optimal value of  from which minimizes eq (4) using the methods of the 

calculus of variation. Hence, upon taking the first variation with respect to 

ny  and noting that  ny (0)
  0, which yield to: 

 n 1y (x)
    ny (x)

 + 
x

n n
0

L(y (s)) N(y (s)) g(s) ds    
   

  ny (x)
 + 

x

n n
0

L(y (s)) N(y (s)) ds   
    

x

0

g(s)ds  

, and since the first variation is taken with respect to ny , therefore:  


x

0

g(s)ds   0. 

Hence: 

 n 1y (x)
    ny (x)

 + 
x

n n
0

L(y (s)) N(y (s)) ds   
                                 

… (5) 

Now, from the theory of calculus of variation to find the critical value of ny  

which minimizes (5), set 
n

n 1
linear parts in y

y (x) 0



   and since N ( ny ) is a 

nonlinear operator, then eq (5) will be reduced to: 
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n 1y (x)
    ny (x)

 + 

x

n
0

L(y (s))ds                                                   

… (6) 

Therefore, the related Euler equation with its natural boundary conditions 

may be used to find the value of the general Lagrange multiplier , and 

thereafter eq (4) may be used to find the lower solution ny  which may be 

proved to converge to the exact solution of the nonfuzzy problem in lower 

case. 

Similarly, one can find the upper solution ny  and therefore the fuzzy 

approximate solution of the nonlinear boundary value problem (1) is given in 

its -level sets as ny (x)  [ ny , ny ],   (0, 1]. 

3. Numerical Illustrations: 

In this section, we apply the variational iteration method to solve linear 

and nonlinear fuzzy boundary value problems. 

Example (1): 

Consider the second order linear fuzzy boundary value problem: 

y (x)  + 2 y (x)   8 y(x)   0, y(0)   1 , y(1)   0 , x  [0, 1]             

… (7) 

where 0  and 1  are triangular normalized fuzzy numbers and thus, for   [0, 

1], the boundary conditions may be written in terms of its -level sets as: 

[ y(0) ]  [y0]  [ 0y ( ) , 0y ( ) ]  [1  1 , 1 + 1 ]. 

[ y(1) ]  [y1]  [ 1y ( ) , 1y ( ) ]  [ 1 , 1 ]. 

Now, letting y(x)   [ y(x) , y(x) ] and by using the variational 

iteration method to find first the approximate lower solution y(x)  of the 

nonfuzzy boundary value problem: 

y (x)  + 2 y (x)   8 y(x)   0                                                                    

… (8) 

with boundary conditions: 

0y ( )   1  1 , 1y ( )    1  

Then the correction functional related to eq (8) is: 
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n 1y (x)   ny (x)  + 

x

n n n
0

y (s) 2y (s) 8y (x) ds      , n  0, 1, …          

… (9) 

Taking the first variation of (9), with respect to ny  and noting that  ny (0)   

0, we get: 

 n 1y (x)    ny (x)  + 
x

n n n
0

y (s) 2y (s) 8y (x) ds      , n  0, 1, … 

and consequently: 

 n 1y (x)    ny (x)  + 
x

n
0

y (s)ds  + 2
x

n
0

y (s)ds   8
x

n
0

y (x)ds     

… (10) 

and carrying out integration by parts on eq (10), yields to: 

 n 1y (x)    ny (x)  +  n s x
y (s)


    n s x

y (s)


 + 
x

n
0

y (s)ds   + 

2




n s x
y (s)


   

x

n
0

y (x)ds


  


   8
x

n
0

y (s)ds  

 (1   + 2) n s x
y (s)


 +  n s x

y (s)


  + (  2  8)
x

n
0

y (s)ds  

and since 
n

n 1
linear parts in y

y (x) 0   then as a result the following stationary 

conditions are obtained which represent the Euler equation with the natural 

boundary conditions (given in calculus of variation): 

s x s x

(s, x) 2 (s, x) 8 (s, x) 0

(1 2 ) 0, 0
 

       


      
                                                         … 

(11) 

which has the solution: 

(s, x)  c1e
4s

 + c2e
2s

 

since s x s x
(1 2 ) 0, 0

 
      , which implies the following linear 

system: 
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c1e
4x

 + c2e
2x

  0 

1 + 2c1e
4x

 + 2c2e
2x

  4c1e
4x

 + 2c2e
2x

  0 

which may be solved to get c1  4x

1

6e
 and c2  2x

1

6e


; and so, 

(s, x)  4x

1

6e
e

4s
  

2x

1

6e
e
2s

 

Now, substituting the value of the general Lagrange multiplier (s, x) 

back into eq (9) gives the following variational iteration formula: 

n 1y (x)  ny (x) +

x
4s 2s

n n n4x 2x
0

1 1
e e y (s) 2y (s) 8y (x) ds

6e 6e





 
       

 
 ,    

                    n  0, 1, …, … (12). 

Suppose the initial approximate solution is given by: 

0y (x)   a + bx 

where a and b are constants to be determined. From eq (12) 

1y (x)   
2x2ae

3
 + 

4xae

3



 + 

2xbe

6
  

4xbe

6



 

2y (x)   

2x2ae

3
 + 

4xae

3



 + 

2xbe

6
  

4xbe

6



 

     

ny (x)   

2x2ae

3
 + 

4xae

3



 + 

2xbe

6
  

4xbe

6



 

Applying the fuzzy boundary conditions, yields to: 

a  1  1 ; b  

2 4

2 4

e (2 1 2) e ( 1 1)
1

3

e e

6





    
 


 

Thus: 
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ny (x)

2x 4x 2 4x 4 2x 2 4x 4 2x

2 4

e 1 e 1 e e e e e e 1 e e 1

e e

    



        


, n 1, 

2, … 

Similarly, the upper solution is found to be: 

ny (x)

2x 4x 2 4x 4 2x 2 4x 4 2x

2 4

e 1 e 1 e e e e e e 1 e e 1

e e

    



        


 

, n 1, 2, … 

As a comparison, one may see the accuracy of the results when   1, 

which will produce that: 

ny (x)   ny (x)   
2 4x 4 2x

2 4

e e e e

e e

 






 

 
4x

6

e

1 e




 + 

2x

6

e

1 e
 

which is the same of the exact solution of the crisp (nonfuzzy) boundary 

value problem: 

y(x) + 2y(x)  8y(x)  0, y (0)  1, y (1)  0, x  [0, 1] 

Figure (1) presents the fuzzy solution for different values of   [0, 1]. 
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Fig (1) The approximate solution of example (1) for different values of -

levels. 

It is remarkable from the obtained results, the sequence of the 

proximate solutions is the same in each case of the lower and upper solutions, 

therefore the convergence of these sequences to the exact solution is ensured. 

Example (2): 

Consider the second-order nonlinear fuzzy boundary value problem: 

y (x)   
3

2

2y (x)   
3

2
x

4
 + 2, y(0)   0 , y(1)   1 , x  [0, 1]            … 

(13) 

where 0  and 1  are triangular normalized fuzzy numbers and thus, for   [0, 

1], the boundary conditions may be written in terms of its -level sets as: 

[ y(0) ]  [y0]  [ 0y ( ) , 0y ( ) ]  [ 1 , 1 ] 

[ y(1) ]  [y1]  [ 1y ( ) , 1y ( ) ]  [1  1 , 1 + 1 ] 
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Now, letting y(x)   [ y(x) , y(x) ] and by using the variational iteration 

method to find first the approximate lower solution y(x)  of the nonfuzzy 

boundary value problem: 

y (x)   
3

2

2y (x)   
3

2
x

4
 + 2                                                               … 

(14) 

with boundary conditions: 

0y ( )   1 , 1y ( )   1 + 1  

The correction functional related to eq (14) is given by: 

n 1y (x)   ny (x)  + 

x
2

n n
0

3
y (s) y (s) g(s) ds

2

 
   

 
 , n  0, 1, …           … 

(15) 

where g(x)  
3

2
x

4
  2 

Taking the first variation of (15) with respect to ny  and noting that  ny (0)   

0, we get: 

 n 1y (x)    ny (x)  + 
x

2
n n

0

3
y (s) y (s) g(s) ds

2

 
   

 
 , n  0, 1, … 

and consequently: 

 n 1y (x)    ny (x)  + 

x

n
0

y (s)ds                                                    … 

(16) 

and carrying out integration by parts on eq (16), yields to: 

 n 1y (x)    ny (x)  +  n s x
y (s)


    n s x

y (s)


 + 

x

n
0

y (s)ds   

 (1  ) n s x
y (s)

  +  n s x
y (s)


  + 

x

n
0

y (s)ds   
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and since 
n

n 1
linear parts in y

y (x) 0  , then as a result the following stationary 

conditions are obtained which represent the Euler equation with the natural 

boundary conditions (given in calculus of variation): 

s x s x

(s, x) 0

(1 ) 0, 0
 

  


    
                                                                    … 

(17) 

which has the solution: 

(s, x)  c1s + c2 

since 
s x s x

(1 ) 0, 0
 

    , which implies: 

c1  1 and c2   x 

and so: 

(s, x)  s  x 

Now, substituting the value of the general Lagrange multiplier (s, x) 

back into eq (15) gives the following variational iteration formula: 

n 1y (x)   ny (x)  + 

x
2

n n
0

3
(s x) y (s) y (s) g(s) ds

2

 
   

 
 , n  0, 1, … … 

(18) 

Suppose the initial approximate solution is given by: 

0y (x)   a + bx 

where a and b are constants to be determined. From eq (18), we obtain the 

following results: 

1y (x)   a + bx + 
2 2 2 2 4x (30a 20abx 5b x 2x 40)

40

   
 

2y (x)   a + 
4ax

4
  

83ax

1120
 + 

53bx

20
  

9bx

480
 + 

6x

20
  

10x

600
 + 

143x

145600
 + 

3 43a x

16
 + 

2 63a x

40
 + 

4 69a x

320
  

2 10a x

800
 + 

2 83b x

448
 + 

3 7b x

112
  

2 12b x

7040
 + 

4 10b x

3840
 + bx + 

2 2 2 2 4x (30a 20abx 5b x 2x 40)

40

   
 + 

2 53a bx

16
 + 

2 6ab x

16
 + 

3 73a bx

112
 + 

3 9ab x

384
 + 

2 2 83a b x

256
 + 

7abx

28
  

113abx

4400
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and because of the difficulty of the approximate solutions, the nonlinear 

system will be solved for each   0, 0.2, 0.4, 0.6, 0.8 and 1; with the 

application of the fuzzy boundary conditions, we get  

a  1 , while: 

7

0.7604, when =0

0.6367, when =0.2

0.5071, when =0.4
b

0.3696, when =0.6

0.2182, when =0.8

2.3175 10 , when =1

 

 

 

  

 


 

 

Similarly, the lower solution may be found in lower case, but it will not 

be presented here because of its difficulty. 

Figure (2) presents the fuzzy solution for different values of   [0, 1] 

related to the above values of a and b. 

 

 
Fig (2) The approximate solution of example (2) for different values of -

levels. 
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The convergence of the numerical results to the exact solution is 

ensured from the convergence of the method for solving nonfuzzy (or crisp) 

ordinary differential equations, [He J-H., 1999]. 

Conclusion: 

1. In the linear case, the method gives the exact solution in one iteration 

only, as is expected from the theory of the variational iteration method. 

2. The variational iteration method is very powerful and efficient in solving 

approximately fuzzy boundary value problems, in which the sequence of 

solutions converges very rapidly to the exact solution of the problem in a 

crisp case. 
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 :البحث مستخلص

فٍ هزا انبحث سنجذ انحم انتقشَبٍ نهًعادلات انتفاضهُة انحذودَة انضبابُة انخطُة وغُش 

ة انتكشاس انتغاَشَة. َعتًذ اننهج انعذدٌ عهً تحهُم انًشكهة انضبابُة إنً انخطُة باستخذاو طشَق

يشكهتُن فشعُتُن غُش ضبابُتُن. ًَثم حم انًشكهة الأونً انحم انعهىٌ وحم انًشكهة انثانُة ًَثم 

انتٍ تى  انحم انسفهٍ نذانة انحم انضبابٍ. أَضاً، تى إثبات تقاسب صُغة يعادنة انتكشاس انتغاَشَة

انحصىل عهُها انً انحم انذقُق نهًشكهة قُذ انذساسة فٍ كم يثال تىضُحٍ، حُث لا تىجذ صُغة 

عاية ًَكن انحصىل عهُها نذانٍ انتصحُح وانًتعهقة بانًشكهة قُذ انذساسة حُث َشجع رنك إنً 

 اختلاف يضشوب لاجشانج انعاو ين يشكهة إنً أخشي.

 

 

 

 

 


