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Abstract

In this paper, the exponential smoothing approach is used in order to
forecast about the consumption of Gasoline in Iraq for the years from ¥+ )¢
to ¥+ Y ¢ making use of the data obtained from the Oil Products Distribution
Company. In this situation, three methods were applied, namely, Single,
Double, and Winters' exponential smoothing. We employ; the mean
absolute percentage error (MAPE), the mean absolute deviation (MAD)
and mean squared deviation (MSD) as a criterion for compare between
these methods. And we conclude that the winters' method is the best

according to MAPE and MAD criterion.

Key Words: Forecasting , exponential smoothing , Single exponential smoothing |,
Double exponential smoothing , Winters' exponential smoothing , MAPE(mean absolute
percentage error), MAD(mean absolute deviation), MSD(mean squared deviation).

Introduction

The formulation of exponential smoothing forecasting methods arose
in the Y4e+'s from the original work of Brown ()42%,Y41Y) and Holt
(Y41+) who were working on creating forecasting models for inventory
control systems. One of the basic ideas of smoothing models is to construct
forecasts of future values as weighted averages of past observations with
the more recent observation carrying more weight in determining forecasts
than observations in the more distant past. By forming forecasts based on
weighted averages we are using a "smoothing” method. The adjective
"exponential" derives from the fact that some of the exponential smoothing
models not only have weights that diminish with time but they do so in an

exponential way, as in A, = A) where -Y< A<) and j=),Y,....represents

the specific period in the past.
In this paper a detailed description of the three (ES) methods are presented,
namely Single, Double and Winters' exponential smoothing.

SR P X IR | Rgaa L W gy 311 212 alaa

YoAA




Using Exponential smoothing Models in Forecasting about The
Consumption of Gasoling IN IFa0 «.eeeeeeeeeeeeinreneceeeenrecasecesenscensccnsonscnss
Dr. Hazim Mansoor Gorgess , Luma Saad Abdul Zahra

V- Single Exponential Smoothing (SES)[Y]
This model should be used when the time series data has no trend and
no seasonality.

The specific formula for single exponential smoothing is :
yt+1:ayt+(1_a)yt (\)
Where
Yy, isthe actual value for time period t,

¢, s the forecast value of the variable y for time period t
Y., is the forecast value for time t+ Y and

o is smoothing constant (*<a <V)
The forecast ¥, , is based on weighting the most recent observation with

Y, aweight o and weighting the most recent forecast ¥, with a weight of
(Y —a).

To state the algorithm, we need an initial forecast, an actual value and a
smoothing constant since ¥, is not known, we can:

(i) Set the first estimate equal to the first observation. Thus we can use Y,
= yt
(i)Use the average of the first five or six observations for the initial
smoothed value.
Smoothing constant o is a selected number between zero and one,
+ < < ). When a =), the original and smoothed version of the series are
identical. At the other extreme, when o = -, the series is smoothed flat.
Rewriting the model ()) to see one of the neat things about the (SES)
model:
yt+1_yt :a(yt_yt) (Y)
That is , the new one-step ahead forecast is the previous forecast ,
partially adjusted by the amount that forecast was in error. Since this
expression considers only the one-step-ahead forecasts, it may also be
written as :
yt—l = Yt + ag, .(7)
Where residual e, =y, —¥, is forecast error for time period t.
So, the exponential smoothing forecast is the old forecast plus an
adjustment for the error that occurred in the last forecast, [¢]. By
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continuing to substitute previous forecasting value back to the stating point
of the data we get:[Y]

Yt+1 =ay, + (1_ a) Yt
Thus we can write:

yt =ay,,+ (1_ a)yt_1
Hence,

Yt+1 =ay, + (1_ a)[ayt—l + (1_ a)Yt—l]

2 A
=ay, +a(l-a)y ,+(1-a)y,
Resubstituting the value of Y, , we get:

n

~ 2 3
Yin=ay, +a(l—a)yt_1 +(Z(l—0{) Yio +a(1_a) Yis
The last formula can be extended as following:

Yo,=ay, +05(l—05)yt_l +a(1—a)2 Yyt +0:(1—05)t_2 Y, +05(1—0:)Hyl

Or
k

t-1
Yt+1:a2(l_a) Yix (%)
k =0

Where y,, is the weighted moving average of all past observations. The
series of weights used in producing the forecast y,, is a, a() — a),

a() — a)', .... . These weights decline toward zero in an exponential
fashion; thus as we go back in the series, each value has a smaller weight
in terms of its effect on the forecast.
Y- Double Exponential Smoothing

Holt (Y%¢eV) extended single exponential smoothing to linear
exponential smoothing to allow forecasting of data with trends.
Exponential smoothing with a trend works much like from single
smoothing except that the two components must be updated each period,
namely, level and trend. The forecast for Double exponential smoothing is
found by using two smoothing constants, « and £ (with values between -

and V). The level is a smoothed estimate of the value of the data at the end
of each period. The trend is a smoothed estimate of average growth at the
end of each period.

The specific formula for this method is:[']

Level si=ay+('-a)[sey +bi\] , * <a<) ...(°)
Trend be=f(t—se )+ - )by, + < <) ~..(Y)
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Forecasts are made with the expression:

Hem=St+mby ...(Y)
where

st is forecast value for period t + Y, which can be denoted as ¥,,,, y: is

actual value in period t,

o smoothing constant for the data * <a <),

s;_ forecast value for period t,

bi_\ s trend,

£ is smoothing constant for the trend estimate + < f# <),

m is the number of periods ahead to be forecast, and
H:+m is Double forecast value of period t+ m.
Double exponential smoothing is sometimes called "Holt's exponential
smoothing" (HES).
Y- Winters' Exponential Smoothing

The Winters' model contains three parameters, one for actual data and
the other two are for trend and seasonal factors. Four equations can be
formulated:[ Y]

Feo(Y/Sep)t(V—a)(Fey + Tioh) ..M
SEy(YdS)+(V 1) (Sep) ..(9)
T, :'B(Ft _Ft—1)+(1_lg)Tt—1 ()
Weim=(Fe+mT)Stem p (M)
where

F¢ is smoothed value of the level for period ft,

F¢_, s smoothed value for period t- ",

Y: actual value in period t,

T: trend estimate,

St seasonality estimate,

o smoothing constant for the data ( * <a <)),

B smoothing constant for trend estimate ( *+ <p <)),
vy smoothing constant for seasonality estimate ( + <y <)),
P number of periods in seasonal cycle,

m number of periods ahead to be forecast,

W,,,, winters' forecast for m periods into the future,

There are two main winter's exponential models, depending on the type of

seasonality:

(V) Additive winters' model a time series with a local linear trend and an
additive seasonality can be represented by a model of the form:
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Yo =B+ Bt +S+¢€ (V)
Where S, is the seasonal factor at time t.

€, is the denotes a random error term.

(Y) Multiplicative winters' model a time series with a local linear trend
and a multiplicative seasonality can be represented by a model of the
form:

Y. =(B+Bt)*S,+ € (YY)
¢- Description of Various Forecast Performance Measures
In this section we discuss about the commonly used performance
measures and their important properties. Let us assume that y t=)Y,...,n
Is the actual value, f;is the forecasted value, e;=y;— f; is the forecast error.
¢,Y The Mean Absolute Percentage Error (MAPE)[?]

&

Yi

n

1
This measure is given by MAPE = —Z
n =

*100

Its important features are:
« This measure represents the percentage of average absolute error
occurred.
« It is independent of the scale of measurement, but affected by data
transformation.
» It does not show the direction of error.
* MAPE does not panelize extreme deviations.
« In this measure, opposite signed errors do not offset each other.
¢,Y The Mean Squared Deviation (MSD)[A]
One of commonly used measure of accuracy of fitted time series
values. Is known as mean squared deviation (MSD) which is defined as:

n
Z|yt -Y
MSD = & - where Yy, equals the actual value , Yy, equals the
forecast value ,and n equals the number of forecasts.
¢,¥Y The Mean Absolute Deviation (MAD)[4]
An alternative measure of accuracy of fitted time series values is
known as mean absolute deviation (MAD) which is given by the formula

2
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n
Z|yt o

MAD= 2 . This measurement is less affected by the outliers
n

than the MSD.
¢- Numerical Example

In this section we use the exponential smoothing models disculled
earlier to analyze the time series for the Gasoline consumption in Iragq from

the year Y-+ £ to Y)Y then try to forecast the values of consumption from
YeVéto Yo YE,

Parameters
MAPE IE Smoothing Method

I VL EAA "H . ‘W‘m* Single expon. smooth I

.,s‘sz \n\‘\‘k‘\ ~,~~‘1‘l‘1 Double expon. smooth

oY ©Y Multiplicative
winters'
Additive
winters'

Table (V) represents smooth methods which applying use MAPE criterion
to choose the best parameters for Gasoline series.

|

MAD Smoothing Method
[6] o T + |

BEEE BN DR

v, oo IPCARRGE EFTRR R Double expon. smooth

oY Y Multiplicative
winters'
Additive
winters'

Table (Y) represents smooth methods which applying use MAD criterion
to choose the best parameters for Gasoline series.

.

G EAOTYY winters'

expon.
smooth

GEAYYYA

. v VA0S winters'

expon.
smooth

Yo

IFXARRE I~,~~‘1‘H Double expon. smooth

SR P X IR | R L W R 51 2120 Rlaa
YOAA




Using Exponential smoothing Models in Forecasting about The
Consumption of Gasoling IN IFa0 «.eeeeeeeeeeeeinreneceeeenrecasecesenscensccnsonscnss
Dr. Hazim Mansoor Gorgess , Luma Saad Abdul Zahra

Multiplicative
winters'

winters'
expon.
Additive smooth
winters'

Table (V) represents smooth methods which applying use MSD criterion to
choose the best parameters for Gasoline series.

! Forecast Period ,a=*,°

I Lower I Upper
YT TA YY) £TY VY, eV Y

VY,V YA Yy, ey YY,8TY
VY,V YA Yy, ey VY,8TVY
VY,V YA YV, ey VY,V Y
VY,V YA YV, ey VY,V Y
VY,V YA YV, ey VY,V Y
VY,V YA Yy, ey VY,8TVY
VY,V YA YV, ey VY, Y
VY,V YA YV, ey VY, Y
VY,V VA YV, Y VY,87VY

Table(¢) represents forecast value for Gasoline series consumption by
using single exponential method .
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Smoothing Plot for C4
Single Exponential Method

13.6 - Variable
':, —&— Actual
13.5 1 ) " —B— Fits
h \ll 0\ Forecasts
13.44 \ ) \ —& - 95.0% PI
13.3 - ol 5 ‘ Smoothing Constant
' ! . Alpha  0.939612
13.2 !Y‘ 8 \ A F & Accuracy Measures
S , ‘ | ™ '1 Anaua MAPE  0.488091

13.11 I | ’ o) MAD  0.064294
13.0 L\l I MSD  0.006286

K|
12.91 | P \
12.8 1

I

12.7 4

1 13 26 39 52 65 78 91 104 117 130
Index

Figure (V) refers to single exponential for Gasoline series with
a=+,4%a%Y

. Forecast Period ,a = +,®
Period |} Forecast Value

REEEE 1Y, Y VY, eV
VY,¥ A 1Y, AT \Y,004¥
VY, ¥ VA 1Y,aTr. )Y, oYY
Y, ¥ e VY, ATTY YY,VETd
Y, Yot YYLVTAY YY,AEY
YYYLEY VYTV A YY,ATVA
YL Y LYY 1Y,oVYT Y€, YTV
AL VY, Eves Y EAYYY
YL¥ A VY, PV V€,YYo4
1Y,Y4A YY,YVYe ) E,¥YYY
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Table(®) represents forecast value for Gasoline series consumption by
using Double exponential method .

Smoothing Plot for C4
Double Exponential Method

14.5 4

Variable
—&— Actual

A
[ —m— Fits
14.0 Forecasts

—& - 95,0% PI

Smoothing Constants
Alpha (level) 1.03169

13.51 Gamma (trend)  0.00999

Accuracy Measures

c MAPE  0.497486
13.0 XX MAD 0.065531
A

MSD 0.006545

12.5 -

12.0 4

1 13 26 39 52 65 78 91 104 117 130
Index

Figure () refers to Double exponential for Gasoline series with
q=\,~1‘\'&‘l andy=~,~ 444

_ Forecast Period , o= +,°
Period || Forecast Value
Upper

1Y,Yo 0 1Y, 400 Y, €A
1Y,V VY, AY RRAAT
VY, YEVE 1Y, ACA 1Y, €0 Q)
VYLYET) ISE Y, EN Y
VY, TYE) VY,V oY VY, €AY
1Y,FAYY VYNEY )Y, EATO
\Y,¥ou0 'Y, \Vot )Y,0Y0%
Y, FYFYA Y, Noty 1Y,01 YA
Y, Y1eY VY, AYY VY, € EA0
YY,YEYT VY, o0Y VY, EF )
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Table(?) represents forecast value for Gasoline series consumption by
using Winters' exponential method , (Multiplicative Method).

Winters' Method Plot for C4
Multiplicative Method

13.6 Variable

—&— Actual

—B— Fits
Forecasts

13.41 —a& - 95.0% PI

Smoothing Constants
Alpha (level) 0.2
Gamma (trend) 0.2
Delta (seasonal) 0.2

13.2 -

Accuracy Measures
MAPE  0.485637
MAD 0.063859
MSD 0.006776

13.0 4

12.8 -

12.6 4

1 13 26 39 52 65 78 91 104 117 130
Index

Figure () refers to winters method (Multiplicative Method ) for Gasoline
series with g=+,Y , p=+,Y and y=+,¥

_ Forecast Period , o= +,°
Period || Forecast Value
Upper

Y, Yor . VY, vy VY, € AT
1Y, T8A VY, VY, ¥YVA
1YY Y V¥, AAS Y,E) .0
VY,YEAT VY, AEA VY, EVYE
VYT 'Y, Veav VY,E4v¢
VYT EY VWY EEY VY, EAOY
V¥, YorY VY,V )Y,0YVo
VY, YYE V¥,V OAY \¥,0)¢0
¥,Y Ve VY, Aoy VY, EE9A
VY, Y €T Y, oA Y, E¥Y)

SR P X IR | Rgaa L W gy 311 212 alaa
YOAA




Using Exponential smoothing Models in Forecasting about The
Consumption of Gasoling IN IFa0 «.eeeeeeeeeeeeinreneceeeenrecasecesenscensccnsonscnss
Dr. Hazim Mansoor Gorgess , Luma Saad Abdul Zahra

Table(V) represents forecast value for Gasoline series consumption by
using Winters' exponential method , (Additive Method).

Winters' Method Plot for C4
Additive Method

13.6 Variable
{ —&— Actual
1.
. | fﬁ —B— Fits
d e o FU of \ A Forecasts
13.41 | ) %7 NS "'Y‘ —& - 95.0% PI
I 4 \ ' : Smoothing Constants
‘ |
g n y Alpha (level) 0.2
13.21 of ! il ) . * Gamma (trend) 0.2
a ¢ T & Ii Delta (seasonal) 0.2
L 9 T Accuracy Measures
13.04 MAPE  0.483318
| MAD 0.063541
Iy i MSD  0.006856
12.8 1 r |
Al
12.6

1 13 26 39 52 65 78 91 104 117 130
Index

Figure (¢) refers to winters method (Additive Method ) for Gasoline series
Wlth a=" )Y N B=' )Y and v=" )Y

1- Conclusion

By applying MAPE, MAD as measures of performance we conclude
that the additive Winters' Method is the best while the Single exponential
smoothing is the best when the measurement MSD was applied.
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