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Abstract:  
 The growing importance and utilization of measuring brain waves 

(e.g. EEG signals of eye state) in brain computer interface (BCI) 

applications highlighted the need for suitable classification methods. In this 

paper, a comparison between three of well-known classification methods 

(i.e. support vector machine (SVM), hidden Markov map (HMM), and 

radial basis function (RBF)) for EEG based eye state classification was 

achieved. Furthermore, a suggested method that is based on ensemble 

model was tested. The suggested (ensemble system) method based on 

voting algorithm with two kernels: random forest (RF) and Kstar 

classification methods. Performance was tested using three measurement 

parameters: accuracy, mean absolute error (MAE), and confusion matrix. 

Results showed that the proposed method outperforms the other tested 

methods. For instance, the suggested method’s performance was 97.27% 

accuracy and 0.13 MAE. 
Keywords: Eye state detection, ensemble system, classification, EEG, BCI, machine learning  

1. Introduction 
Eye state detection is the task of predicting the state of eye whether it 

is open or closed.  To achieve this task, a new trend of using brain activity 

signals by the mean of electroencephalography (EEG) measures for the 

training and testing of various machine learning classification algorithms 

was investigated by many researchers [1, 2]. However, the task of 

predicting human actions via brain signals takes high importance and 

usability in various fields such as computer games [3-6], health care and 

bio-medical systems [7-9], emotion tracking [10], smart home device 

controlling and internet of things (IoT) [11, 12], military [13], and 

detection of car driving drowsiness [14]. To achieve this goal, employing a 

suitable classification algorithm is needed. However, although there are 

many classification methods, the performance of any method in a given 

task might not be sufficiently good  in another task [15].  

1.1 Objectives 

The main aims of this paper are to (i) evaluate the performance of a 

combination of classification algorithms in order to predict the state of 
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human eye based on brain signals, and (ii) developing a new classification 

method that is more robust and higher in performance. 

1.2 Organization 

The rest of this paper will be organized as the following sections. In 

section 2, the dataset characteristics will be illustrated. In section 3, the 

previous related works will be explained. In section 4, the experiments and 

results will be presented and discussed. In section 5, the conclusion is 

presented, followed by ideas for future work. 

2. Dataset Characteristics 

An Emotiv headset device with 16 sensors have been used to record 

brain signals. The duration time of each recording was 117 seconds. Then, 

the different eye states observed during each recording were manually 

added. Finally, the corpus dataset was prepared which contains 14980 

instances. Each instance consists of 14 EEG features and an eye-state class 

(either 0 for open, or 1 for closed). Furthermore, the number of instances 

with open-eye class in the corpus dataset is 8257 (55.12%), while the 

number of closed-eye type instances is 6723 (44.88%). The dataset was 

created by Rösler and Suendermann, which was firstly used by them in [1]. 

Additionally, this dataset was also used in many researches such as [2, 16, 

17]. However, according to [1] three of the instances’ (2 open states, and 

one closed state) values were outliers so it is preferable to delete them 

before the classification process. In this research, the whole data set has 

been used in order to (i) taking in place the noise, and (ii) dealing with 

noisy data in the classification process. 

3. Related work 

There are many previous studies that focused on the detection of eye 

state from EEG signals. [17] proposed a neural fuzzy approach to 

predicting eye state from EEG signals. The error rate of this approach was 

4%. [18] found that the power of the closed eye is higher than that of the 

open eye state. [19] used EEG based eye state dataset to track and detect 

eye blinking. In order to achieve this goal, they employed artificial neural 

network (ANN) approach. However, the results were very poor. In [1] a 

dataset of 14977 instances was collected and used to evaluate the 

performance of 42 classification methods to detect eye state. Results 

showed that Kstar is the best method for this task with an error rate of 

2.7%. [20] compared between the performance of Instance Based (IBK) 

classifier and other trusted classifiers. Results showed that Random Forest 

(RF) and IBK performed higher than other classifiers. For instance, the 

highest performance obtained is for IB classifier with 94.5%. [21] tried 

Kstar classifier with an incremental feature reordering (IFR) method for the 
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purpose of selecting/removing feature subset to eye state classification task. 

However, the performance of the suggested method was about 95%. [22] 

proposed a method based on incremental attribute learning (IAL) and 

neural network to predict eye state. Results showed that IAL was the lowest 

error rate classifier in comparison with other conventional classifiers. 

However, the performance of IAL depends on well-ordered features and 

proper training on those extracted features as well. [23] suggested using 

deep learning approach to achieve this goal. For instance, deep belief 

network (DBN) and stacked auto encoder (SAE) classifiers were 

experimented. Results showed that utilizing deep learning neural network 

approach to detecting the state of the eye is a promising method. However, 

the complexity and time factors have not been discussed.  

4. Results and Discussion 
In this section, three different classification algorithms will be 

employed and evaluated according to their ability of detecting eye state 

from EEG signals. For instance, the evaluated classifiers are support vector 

machine (SVM), hidden Markov map (HMM), and radial basis function 

(RBF). Furthermore, our proposed ensemble classifier will be explored and 

evaluated. The stratified cross validation method with 10 folds was used in 

all experiments. In addition, analysis and comparison between the 

employed classifiers’ results will be illustrated by means of accuracy and 

mean absolute error (MAE). 

4.1 Experimental Results 

4.1.1 Support Vector Machine (SVM) 

The SVM classifier is tested and the output is presented in the 

confusion matrix form in Table 1. 
Table 1: SVM confusion matrix 

Open Close  

8257 0 Open 

6723 0 Close 

 From the result listed in Table 1 above, it is obvious that 8257 out of 

14980 instances were classified correctly. 

4.1.2 Hidden Markov Map (HMM) 

The HMM classifier is performed on the dataset and the result is 

shown in Table 2 in the form of confusion matrix. 
Table 2: HMM confusion matrix 

Open Close  

8257 0 Open 

6723 0 Close 

As shown in Table 2, the correctly classified instances are 8257 out of 

14980. However, it can be noticed that SVM and HMM algorithms behave 
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similarly in this case. For instance, all instances were classified as ‘open’ 

class.  

4.1.3 Radial Basis Function (RBF) 

The confusion matrix shown in Table 3 illustrates the output of RBF 

classifier. 
Table 3: RBF confusion matrix 

Open Close  

5939 2318 Open 

3993 2730 Close 

From Table 3, it can be observed that 8889 out of 14980 instances 

were classified correctly. Despite this result, statistically, better than the 

results of the other previous classifiers, its performance still lower than 

other approaches in literature.  

4.1.4 Proposed method (Vote (Kstar and RF)) 

The suggested method based on employing ensemble classifier (i.e. 

using multi kernel method) for the detection of eye state. In this paper, 

voting algorithm was employed with two kernels: Kstar and RF. In order to 

achieve this goal with highest performance, we trained/tested our kernel 

classifiers with different architectures and parameter values. However, 

results showed that the best classifier that performs the highest and less 

time consuming is based on Kstar and RF methods. For best results, here 

we employ RF with 180 iterations. Table 4 illustrates the confusion matrix 

of the proposed method. 
Table 4: Proposed method 

Open Close  

8102 155 Open 

254 6469 Close 

The results shown in Table 4 illustrate that 14561 out 14980 instances 

were classified correctly.  

4.2 Discussion 

According to the results obtained from the experiments in the previous 

subsection 4.1, the classification accuracy and error rate (i.e. MAE) of each 

classifier were calculated and compared. Table 5 below, illustrates these 

results. 
Table 5: Classification accuracy and MAE 

Classifier Accuracy (%) MAE 

SVM 55.12 0.45 

HMM 55.12 0.5 

RBF 57.87 0.47 

Proposed method 97.27 0.13 
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From Table 5, it is obvious that the proposed method outperformed the 

other tested classifiers. For instance, the proposed method of voting Kstar 

and RF (with 180 iterations) performance is 97.27%. This result 

outperforms the both results of classifiers (i.e. Kstar performance is 

96.77%, and RF performance is 93.84%) when employed independently. 

Furthermore, this result outperforms the results obtained in other works 

such as [1, 17, 20, 21, 24, 25]. However, although [1] suggested to use 

Kstar (with b=40) and obtained performance with less than 3% error rate, 

but the classifier was more complex and time consuming. In this paper, the 

proposed method’s performance was slightly lower, which is due to using 

the corpus dataset with (3) noisy instances (as mentioned in Section 2). 

This result highlighted the possibility of working on (a little noisy) EEG 

eye state data to be detected accurately. Also, the proposed method is less 

complex (as we used Kstar with b=20). 

5. Conclusion 
This paper demonstrates that the results of the ensemble classification 

system are promising for the task of EEG based human eye state detection. 

For instance, a combination of two classification algorithms was applied 

(i.e. Kstar and RF) and the experimental result show that employing 

ensemble (multi-core) classifiers for the aim of eye state detection is better 

than the ordinary approach of using a single classification method. In 

addition, the proposed method’s performance is higher than other previous 

methods (such as [17, 20-22, 26]). Furthermore, the proposed method’s 

results highlight and encourage the area of real time eye state detection and 

the ability to work with incomplete/missing data. 

 Accordingly, ideas for future work we recommend collecting such 

datasets by recruiting more subjects, different EEG devices, and trying 

different sensors’ positions. In addition, it is important to work on 

increasing the performance of the employed classifier and at the same time 

decreasing the processing time. 

 

 

 

 

 

 

 

 

 



Ensemble Classifier for Eye State Classification using EEG Signals…... 

Ali Adel Al-Taei 

32-  88- 3106 - 37 - 

References 
[1] O. Rösler and D. Suendermann, "A first step towards eye state 

prediction using eeg," Proc. of the AIHLS, 2013. 

[2] O. Roesler, L. Bader, J. Forster, Y. Hayashi, S. Heßler, and D. 

Suendermann-Oeft, "Comparison of EEG devices for eye state 

classification," Proc. of the AIHLS, 2014. 

[3] P. A. Pour, T. Gulrez, O. AlZoubi, G. Gargiulo, and R. A. Calvo, 

"Brain-computer interface: Next generation thought controlled 

distributed video game development platform," in Computational 

Intelligence and Games, 2008. CIG'08. IEEE Symposium On, 2008, 

pp. 251-257. 

[4] D. Marshall, D. Coyle, S. Wilson, and M. Callaghan, "Games, 

gameplay, and BCI: the state of the art," IEEE Transactions on 

Computational Intelligence and AI in Games, vol. 5, pp. 82-99, 

2013. 

[5] T. McMahan, I. Parberry, and T. D. Parsons, "Modality specific 

assessment of video game player’s experience using the Emotiv," 

Entertainment Computing, vol. 7, pp. 1-6, 2015. 

[6] T. McMahan, I. Parberry, and T. D. Parsons, "Evaluating player task 

engagement and arousal using electroencephalography," Procedia 

Manufacturing, vol. 3, pp. 2303-2310, 2015. 

[7] O. Ossmy, O. Tam, R. Puzis, L. Rokach, O. Inbar, and Y. Elovici, 

"MindDesktop-Computer Accessibility for Severely Handicapped," 

in ICEIS (4), 2011, pp. 316-320. 

[8] K. Polat and S. Güneş, "Classification of epileptiform EEG using a 

hybrid system based on decision tree classifier and fast Fourier 

transform," Applied Mathematics and Computation, vol. 187, pp. 

1017-1026, 2007. 

[9] K. Sadatnezhad, R. Boostani, and A. Ghanizadeh, "Classification of 

BMD and ADHD patients using their EEG signals," Expert Systems 

with Applications, vol. 38, pp. 1956-1963, 2011. 

[10] T. D. Pham and D. Tran, "Emotion recognition using the emotiv 

epoc device," in International Conference on Neural Information 

Processing, 2012, pp. 394-399. 

[11] E. Konstantinidis, N. Conci, G. Bamparopoulos, E. Sidiropoulos, F. 

De Natale, and P. Bamidis, "Introducing Neuroberry, a platform for 

pervasive EEG signaling in the IoT domain," in Proceedings of the 

5th EAI International Conference on Wireless Mobile 

Communication and Healthcare, 2015, pp. 166-169. 



Ensemble Classifier for Eye State Classification using EEG Signals…... 

Ali Adel Al-Taei 

32-  88- 3106 - 38 - 

[12] P. Simoens, E. De Coninck, T. Vervust, J.-F. Van Wijmeersch, T. 

Ingelbinck, T. Verbelen, et al., "Vision: smart home control with 

head-mounted sensors for vision and brain activity," in Proceedings 

of the fifth international workshop on Mobile cloud computing & 

services, 2014, pp. 29-33. 

[13] J. B. van Erp, S. Reschke, M. Grootjen, and A.-M. Brouwer, "Brain 

performance enhancement for military operators," TNO HUMAN 

FACTORS SOESTERBERG (NETHERLANDS) THERMAL 

PHYSIOLOGY GROUP2009. 

[14] M. V. Yeo, X. Li, K. Shen, and E. P. Wilder-Smith, "Can SVM be 

used for automatic EEG detection of drowsiness during car 

driving?," Safety Science, vol. 47, pp. 115-124, 2009. 

[15] A. Al-Taei, "Automated classification of game players among the 

participant profiles in massive open online courses," 2015. 

[16] S. B. Akben, "Online EEG eye state detection in time domain by 

using local amplitude increase," Journal of Multidisciplinary 

Engineering Science and Technology (JMEST), vol. 1, pp. 143-146, 

2014. 

[17] Y. Kim, C. Lee, and C. Lim, "Computing Intelligence Approach for 

an Eye State Classification with EEG Signal in BCI," in Software 

Engineering and Information Technology: Proceedings of the 2015 

International Conference on Software Engineering and Information 

Technology (SEIT2015), 2015, p. 265. 

[18] L. Li, L. Xiao, and L. Chen, "Differences of EEG between eyes-open 

and eyes-closed states based on autoregressive method," Journal of 

Electronic Science and Technology, vol. 7, pp. 175-179, 2009. 

[19] B. Chambayil, R. Singla, and R. Jha, "EEG eye blink classification 

using neural network," in Proceedings of the World Congress on 

Engineering, 2010, pp. 2-5. 

[20] M. Sahu, N. Nagwani, S. Verma, and S. Shirke, "Performance 

Evaluation of Different Classifier for Eye State Prediction Using 

EEG Signal," International Journal of Knowledge Engineering, vol. 

1, 2015. 

[21] M. Sahu, N. Nagwani, S. Verma, and S. Shirke, "An Incremental 

Feature Reordering (IFR) algorithm to classify eye state 

identification using EEG," in Information Systems Design and 

Intelligent Applications, ed: Springer, 2015, pp. 803-811. 

[22] T. Wang, S.-U. Guan, K. L. Man, and T. O. Ting, "EEG Eye State 

Identification Using Incremental Attribute Learning with Time-



Ensemble Classifier for Eye State Classification using EEG Signals…... 

Ali Adel Al-Taei 

32-  88- 3106 - 41 - 

Series Classification," Mathematical Problems in Engineering, vol. 

2014, p. 9, 2014. 

[23] S. Narejo, E. Pasero, and F. Kulsoom, "EEG Based Eye State 

Classification using Deep Belief Network and Stacked 

AutoEncoder," International Journal of Electrical and Computer 

Engineering, vol. 6, p. 3131, 2016. 

[24] K. Sabancı and M. Koklu, "The Classification of Eye State by Using 

kNN and MLP Classification Models According to the EEG 

Signals," International Journal of Intelligent Systems and 

Applications in Engineering, vol. 3, pp. 127-130, 2015. 

[25] D. Singla and P. S. Rana, "Eye state prediction using ensembled 

machine learning models," in Inventive Computation Technologies 

(ICICT), International Conference on, 2016, pp. 1-5. 

[26] T. Wang, S.-U. Guan, K. L. Man, and T. Ting, "Time series 

classification for EEG eye state identification based on incremental 

attribute learning," in Computer, Consumer and Control (IS3C), 

2014 International Symposium on, 2014, pp. 158-161. 

 


