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Abstract 
We investigate the stability of a numerical solution of the delay 

differential equation by using explicit Runge-kutta method, when the delay has 

been approximated by using Chebyshev polynomial instead of using Lagrange 

and Hirmate interpellation polynomials. 

1. Introduction 
The model problem Delay Differential Equation which we considered, has 

the forms  

))))(,((),(,()(' tytdtytytfty  .                      … (1) 

where 0))(,( tytd is referred to as the "delay" and the term ))(,( tytdt   is 

referred to as the "log". In general, the delay is a function of both t and the 

solution )(ty . 

In our research, we use various types of Runge-kutta methods to find a 

numerical solution for equation (1).Previous work on numerical methods for 

delay differential equations has been done by paul [2,3]  

2. Basic Explicit Runge-kutta methods 
    The s-stages Runge-kutta formula for computing the numerical solution eq.(1) 

at tn+hn is defined by  
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where aij ,bi and ci are the coefficients of the Runge-Kutta formula and yn is the 

associated approximation of y(tn). 

    The Runge-Kutta formula is usually represented by the following Table: 
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where  
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Definition: 
    A Runge-kutta process is said to be explicit if aij=0 for ji, and semi-explicit 

if aij=0 for j>i, otherwise,the process is said to be implicit. In this paper ,we are 

interested only in the second and fourth order Runge- Kutta formulas, which 

have the following forms and tables 

0 0 0 

1 1 0 

 1/2 1/2 

 

,...2,1)(
2

),(
),(

211

12

1






 nkk
h

yy

kyhtfk
ytfk

nn

nn

nn

 

0 0 0 0 0 

1/2 1/2 0 0 0 

1/2 0 1/2 0 0 

1 0 0 1 0 

 1/6 2/6 2/6 1/6 

,...2,1)22(
6

)
2

,
2

(

)
2

,
2

(

),(

43211

2

3

1

2

1









 nkkkk
h

yy

k
y

h
tfk

k
y

h
tfk

ytfk

nn

nn

nn

nn

 

3. Solution of DDE using explicit Runge-kutta method  
    To find a numerical solution for for equation.(1), we can classify the problem 

into two types:- 

1. The problem with no delay term (i.e.,d(t,y(t))=0) which is a     first order 

ordinary differential equations, and the analytic solution can be obtained 

directly. 

2. The problem with constant delay. 

3. the problem with variable delay. 

    In case (2) and (3), we need to evaluate y(t-d(t,y(t)) and since Runge-Kutta 

methods produce an approximate results at mesh points only, and the 

approximate solution between the mesh points is a matter of interpolation. 

Besides the other good qualities o f this  method, Lagrange or Hermite 

interpolation, between mesh points provides a numerical solution just accurate 
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as the solution of mesh points. The more accurate results we get if we use 

Chebyshev polynomials.[4] 

    When using an interpolation scheme to evaluate the delay term, one must 

aware of the following:- 

1. The number of solution values to be retained at any one time. 

2. Selection of the points for interpolation and which interpolating scheme need 

to be used and at which order [1,2] 

    Suppose we have progressed through the i-th point in our mesh, ti. In order to 

take the next step, we must compute )))((),(( , iiii tuytytff  . 

The computation is requiring a value for y(u(tj)) and since u(ti) will in general be 

an on-mesh point, some approximation must be needed. 

    We first find a positive integer j such that jij ttut  )(1  . 

Since we are dealing with retarded problem ij  ,a sufficient past data need to 

be available to construct an approximate interpolation for y, which is then be 

used to evaluate u(ti) and this value is used to help approximating if  

    It is possible with interpolation schemes using both function and derivative 

values that an extrapolation can be done. 

    This occurs if j=i, since in that case, fi is not known and hence the last full set 

of data is available only at 1it . Such situation was infrequent but never the less 

did occur. 

    Once j is found we use the past data at mesh points 13
,  jj tt  and tj for a four-

point interpolation scheme and the data at 12
,  jj tt and tj for a three point 

interpolation scheme. Since the problems were solved using a variety of step 

sizes h the interpolation routines had to be written to accommodate this scheme 

4. Numerical examples 
Example (1) 

Our first example is 
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Results are given for ]6,0[t  in the following Tables: 

             Adaptive Runge-kutta with Lagrange interpolation  

 2
rd

 order  4
th

 order  
 

GE ND GE ND 

10
-3

 4.31010
-3

 160 4.31210
-3 159 

10
-6 

4.10110
-6

 432 4.23110
-6

 429 

10
-9 

3.81010
-9

 882 3.82110
-1

 875 
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             Adaptive Runge-kutta with Hermite interpolation 

 2
rd

 order  4
th

 order  
 

GE ND GE ND 

10
-3 

4.61610
-3

 155 4.166710
-3 151 

10
-6 

4.56110
-6

 450 4.069010
-6

 411 

10
-9 

4.12310
-9

 884 3.973710
-4

 871 

 

               Adaptive Runge-kutta with Chebyshev interpolation 

 2
rd

 order  4
th

 order  
 

GE ND GE ND 

10
-3 

4.12410
-3

 150 4.02610
-3 149 

10
-6 

3.15610
-6

 405 4.12510
-6

 401 

10
-9 

4.32110
-9

 870 387110
-9

 872 

 

Note that:- 

=the required error tolerance 

ND=number of derivative evaluation 

GE=maximum global error 

 

Example (2):- 
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Results are for ]10,0[t  with delay=1-e
-t
 in the following Tables: 

 

               Adaptive Runge-kutta with lagrange interpolation 

 2
rd

 order  4
th

 order  
 

GE ND GE ND 

10
-3 

6.053210
-4

 4 6.003110
-4 4 

10
-6 

1.126110
-6

 17 1.04610
-6

 17 

10
-9 

4.256110
-10

 730 4.06510
-10

 720 

 

               Adaptive Runge-kutta with Hermite interpolation 

 2
rd

 order  4
th

 order  
 

GE ND GE ND 

10
-3 

6.005310
-6

 3 6.000110
-6 3 

10
-6 

1.32110
-6

 6 1.03110
-6

 16 

10
-9 

4.12310
-11

 710 4.06110
-11

 705 
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Adaptive Runge-kutta with Chebyshev interpolation 

 2
rd

 order  4
th

 order  
 

GE ND GE ND 

10
-3 

5.31210
--5

 3 6.12010
-5 3 

10
-6 

1.02110
-6

 5 2.012310
-6

 15 

10
-9 

3.91410
-10

 702 4.12310
-10

 995 

5. Step size control:[6] 
    The step size has chosen as small as necessary to get an accurate 

approximation. On the other hand it is chosen as big as possible to reach the end 

of the internal in a few steps as possible. For this reason, and to maintain the 

stability we can use the following adaptive procedure: 

     Assume that we are given required the error tolerance (), and that local 

truncation error is estimated, by E then:- 

a-If E, then reject the computed solution. For choosing the next step size, we 

have to take account of the possibility of a point of jump discontinuity in the k-

th derivative of the solution, where kp+1. hence, we register the point t
*
=tn+h 

as a possible point of discontinuity and then we choose the next step size as 

2

h
.Using the step size 

2

h
 ,the solution and its derivative value at tn we calculate 

the next approximation of solution and LTE estimate E and repeat the test in (a). 

b-If E then we accept me the next approximation to the solution and let the 

next step mesh point to be tn=tn+h. For choosing the next step size, we make the 

following tests:- 

i-If 
12 




p
E , keep the same step size and go to (ii)  

ii-If 
12 




p
E , then if ntt * then evaluate the step size, otherwise keep the  

Same step size and go to (iii) 

iiii-If (tn+h)
T
 where T is a point where the solution is required, then we take next 

step size to be h=T-tn .using the step size h ,the solution and its derivative values, 

we calculate the next approximation and repeat the test in (a). 

6. Conclusions: 
    From the above results, we can notice that the fourth order Runge-Kutta 

method gave better results than the second order. Also, the results obtained by 

using Chebyshev polynomials are better than those obtained by Lagrange or 

Hermite interpolation.  
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 تقنية جبيجيف لحل المعادلات التفاضلية التباطؤية عدديا  
 

 الخلاصة
صييي  ا هماييياهتم ايييل ليهتمم ل ييي   هكميييلهتم-فيييذه يييحثهتم ايييدهمييييهت يييم  تيه    ييي ه ت ييي 

 ماي   هاي و هي  ي ي ههd(t,y(t))تمم ل ؤ  هع   لًهوت م    لهفذه   قهم   بهتماي هتمم يل  ه
 .  له نه ما   ها و هلك ت  هو   ي

 


